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Abstract
With the popularity of virtual 3D applications, from video games to
educational content and virtual reality scenarios, the accessibility
of 3D scene information is vital to ensure inclusive and equitable ex-
periences for all. Previous work include information substitutions
like audio description and captions, as well as personalized modifi-
cations, but they could only provide predefined accommodations.
In this work, we propose SceneGenA11y, a system that responds
to the user’s natural language prompts to improve accessibility
of a 3D virtual scene in runtime. The system primes LLM agents
with accessibility-related knowledge, allowing users to explore the
scene and perform verifiable modifications to improve accessibility.
We conducted a preliminary evaluation of our system with three
blind and low-vision people and three deaf and hard-of-hearing
people. The results show that our system is intuitive to use and can
successfully improve accessibility. We discussed usage patterns of
the system, potential improvements, and integration into apps. We
ended with highlighting plans for future work.

CCS Concepts
• Human-centered computing → Accessibility; Accessibility
systems and tools.
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1 Introduction
Virtual 3D environments are commonly used for games, social apps,
3D cinematics, designer tools, and educational apps for features like
simulating real-world experiences (e.g. [34]) and visualizing 3D
information (e.g. [7]). Mixed reality applications further enable six
degrees of freedom movement [27] and new interaction methods
[5]. However, these innovations introduce accessibility challenges.
For example, existing screen readers may be incompatible with the
user interface of a virtual reality game [26], and traditional captions
might fail to convey the locations of spatial sound sources in a 360
degree movie [64].

Prior work includes different methods to improve the accessibil-
ity of virtual 3D scenes. For commercial 3D video games, industry
standards [20, 28] provide guidelines for pre-defined accessibility
settings in commercial apps [6, 61]. More novel toolkits explore
substituting inaccessible modalities in specific contexts, like sub-
stituting visuals with sound [43, 65, 66] and haptics [24, 49, 58], or
substituting auditory information with visuals [23, 32] and haptics
[23, 67]. In addition to substitution, newer toolkits enable users
with partial vision or hearing to modify the visual [59] and auditory
[11] information presentation based on their ability. Despite the
diversity of prior work, they cannot support on-the-go accessibility
improvements, meaning all the information substitutions and mod-
ifications must be predefined by the developers. As researchers and
users with disabilities advocate for more personalized accessibility
technology [8, 17, 46], this calls for a more dynamic solution.

Building on top of past work, this paper proposes SceneGenA11y,
a tool that responds to user’s natural language prompts to improve
accessibility of a 3D virtual scene in runtime. The system primes
the LLM agent with accessibility knowledge and best practices to
interpret related prompts. The users can explore the items in the
scene through point-and-click or LLM query. They can also use the
tool to iteratively create modifications in the scene and verify them.
We compiled eight accessibility categories the system can improve
on, available to users as guidelines. Four categories address the
visual dimension, including changing color, object location, size,
and brightness. The other four address the auditory dimension,
including changing volume, pitch, spatial range, aswell as transcript
understanding.
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To understand the usability of the prototype, we conducted a
preliminary evaluation of the system with three blind and low
vision (BLV) users and three deaf and hard-of-hearing (DHH) users.
We employed two scenarios: an indoor scene with numerous visual
elements and a social scene with extensive conversations. The users
were encouraged to freely utilize our system within the scenes to
make the experience more accessible to them. We collected ratings
of the system and conducted semi-structured interviews. We report
on the findings of our evaluation, including system usability, usage
patterns, and insights for app integration, and end the paper with
our plans for future work.

The contributions of this work include: 1) SceneGenA11y proto-
type, an LLM system for virtual 3D environments that responds to
user’s accessibility-related questions and modification requests in
runtime; 2) a preliminary evaluation of the usability of the system.

2 Related Work
Our design of the system is grounded in past work about acces-
sibility in 3D environments and Generative AI (GenAI) tools to
improve accessibility. Our system is built on prior work in runtime
generative AI tools for virtual 3D scenes.

2.1 Accessibility in Virtual 3D Environments
Here we review past work in 3D environment accessibility for BLV
and DHH people.

For BLV users, the majority of previous work focuses on
audio description [35, 43, 65, 66, 68–70] and haptic feedback
[24, 31, 44, 49, 58]. The Scene Weaver prototype by Balasubra-
manian et. al. proposed giving BLV users the agency to choose
when and how to perceive the environment [68]. The Canetroller
model introduced by Zhao et. al. successfully allowed BLV users to
navigate and understand a Virtual 3D scene using a haptic white
cane [58]. SeeingVR enhanced the accessibility of virtual 3D scenes
for low-vision users with 14 tools, including magnification, con-
trast increase, and recoloring [59]. Commercial 3D games provide
different kinds of accessibility settings for BLV players, includ-
ing text-to-speech, high contrast display, lock aim, and navigation
assistance [6, 71].

For DHH users, past work mainly includes substituting sound
events with visual [23, 32, 36, 37] and haptic feedback [23, 36, 67] in
a 3D scene. The ImAc project investigated the use of subtitles, audio
descriptions, and sign language in immersive TV production [37].
Jain et. al. [23] explored visual and haptic alternatives of sounds in
VR. Mirzaei et al. evaluated a multi-modal 3D immersive system
consisting of audio, visual elements indicating sound sources, and
haptic feedback like in-ear motors [36, 67]. SoundModVR by Cao
et. al. modified sounds to enhance 3D accessibility for the hard of
hearing [11]. In commercial 3D games, developers have included
features like captions [52], directional hints of sound source [60],
and volume adjustment for different sound groups [6] to improve
the sound accessibility of their games.

Previous work in these areas guided the design of our system,
including the object identification feature and the categories of
changes and queries users can use to understand and modify the
scene. On the other hand, prior work is limited to accessibility

settings predefined by the developer. As researchers stress the im-
portance of context-aware and personalized accessibility [8, 17, 46],
this work focuses on on-the-go runtime accessibility improvements
prompted by the user.

2.2 Generative AI for Accessibility
Visual Language Models (VLM) models [2, 72] and Audio Language
models [30] can be deployed to support sensory disabilities. Past
work to support BLV users have delivered visual descriptions for
images [56], real-life scenario [13, 73] and data visualization [19,
45]. While past work for DHH people has used LLM to improve
accuracy of ASR [16] and CART [53], as well as context-aware
sound interpretation [30].

Past work has also used Generative AI’s code generation abil-
ity and knowledge of Web Content Accessibility Guidelines [74]
to improve web accessibility. Mowar et. al. studied developers
untrained in web accessibility creating web UIs with and without
AI-powered Copilot, finding its impact on web accessibility im-
provement limited by the need for expertise input [38]. Aljedaani
et. al. [4] and Othman et. al. [40] demonstrated that LLMs can
remediate non-accessible web code and generate inclusive code
with proper supervision and rectification. Kodandaram and Uckun
et. al.’s Savant system [29], a universal web interface powered by
LLMs, allowed BLV users to navigate the web using natural lan-
guage. These works inspired our approach of using LLM-generated
code to enhance the accessibility of 3D environments.

Despite the growing popularity of Generative AI in accessibility
tech, its use in accessibility raises several concerns. Firstly, GenAI
lacks comprehensive accessibility knowledge. In an autoethno-
graphic paper by Glazko et. al. [18], users reported that LLMs
could “parrot back” accessibility rules but struggled to apply them.
Another concern is the biases and ableist stereotypes introduced
through the training materials of the LLM [18, 50]. Additionally,
because of the randomness of LLMs and the potential of hallucina-
tion [57], an AI accessibility system needs to provide a robust and
convincing verification system and methods for users to contest if
they disagree [1, 3].

Our system is grounded in the understanding of past work in
Generative AI for accessibility. The scope of this work focuses on
sensory disability, including BLV and DHH users. We use LLM-
generated code to address accessibility issues, incorporating prompt
engineering and a verification loop to overcome LLM limitations,
such as gaps in accessibility understanding and hallucinations.

2.3 Generative AI for Virtual 3D Scenes
Prior work has explored GenAI’s ability for scene creation and edit-
ing [21, 55, 75]. GenAI systems were also built to generate code and
compile novel behavior based on natural language input. Jennings
et. al. introduced GROMIT, an LLM-based runtime behavior gener-
ation system [25]. The system feeds a Unity scene in WSON format
to an LLM, allowing users to prompt the LLM to generate code for a
behavior that is then compiled at runtime. Their work explored this
system in game development and showcased its potential to create
new game mechanics through a user study with developers. An-
other example is the LLMR system proposed by De La Torre et. al.,
which is a framework for the real-time creation and modification of
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interactive Mixed Reality experiences using LLMs [15]. This system
employs techniques like scene understanding and task planning to
produce and edit diverse objects, tools, and scenes. De La Torre et.
al. discussed the potential of this method to improve accessibility,
such as adapting for color blindness, near-sightedness, or design for
children. However, the LLMR paper lacks a comprehensive explo-
ration of accessibility modifications achievable by the system, and
its usability for accessibility has not been fully evaluated through a
user study.

Prior work has shown the capability of LLM to understand 3D
scenes semantically and generate models, behavior, and modifi-
cations. Built on top of the GROMIT [25] system, our system is
specifically designed for using GenAI to navigate, query, and mod-
ify 3D scenes for accessibility. Our work also includes an evaluation
of this system for accessibility.

3 SceneGenA11y System Design
The SceneGenA11y system used the open-sourced GROMIT toolkit
[25, 39] to achieve runtime generation and compilation in Unity 3D.
It receives the WSON representing the semantic scene graph of the
scene and a natural language prompt and compiles the resulting
code. To enable auditory understanding, developers can incorporate
sound information as text descriptions into the WSON. The LLM
model used in the evaluation is GPT-4o.

3.1 Categories of Accessibility Improvements
The system’s prompt interface functions as a natural language tool,
enabling users to articulate their needs freely. However, to provide
structure, the system is designed to support a list of categories
informed by prior research in 3D accessibility technology for DHH
and BLV individuals. Four categories focus on the visual dimension,
while four address the audio dimension. Individuals from either
group may benefit from prompts related to both dimensions.

Change Color: The tool can be utilized to modify the color
or color scheme of item(s). Color adjustments can aid individuals
with low vision in object recognition [54], while modifying color
palettes can enhance accessibility for colorblind users [41].

Change Object Location: The tool can facilitate the movement
of objects, characters, and players, streamlining object retrieval and
navigation. This category was inspired by existing voice-activated
game mod tools [76].

Change Sizes: The tool allows for adjusting the size of objects
and text fonts. Previous studies demonstrated that enlargement can
enhance visual prominence and ease of identification for low-vision
users [42, 51].

Change Scene Brightness: For low-vision users, low bright-
ness may hinder visibility, while excessive brightness can be over-
whelming [59]. Our tool can make the scene or certain light sources
brighter or dimmer.

Change Volume: The tool enables users to adjust the volume of
sound source(s). This category builds on prior research demonstrat-
ing the utility of focusing on specific sounds for both BLV [12, 62]
and DHH individuals [11, 47].

Change Pitch: The tool allows users to shift the frequency of
certain sound source(s), which could make sounds more distin-
guishable for BLV [12] and hard-of-hearing people with frequency-
specific hearing loss [22, 33].

Change Spatial Range: Spatial audio is an important compo-
nent in 3D spatial perception [63]. The tool enables users to adjust
spatial range of sounds, enhancing spatial awareness and selective
attention.

Transcript Understanding: LLMs demonstrate strong text
processing capabilities [48], which the tool utilizes to summarize
character dialogue transcripts and enable users to query and modify
based on these summaries.

3.2 System Workflow
The system uses prompt engineering to improve its ability to ad-
dress accessibility-related prompts. For users, the system workflow
includes the following steps:

1. The users interact with a multi-modal object identification
interface to understand the objects in a scene.

2. The users ask questions in a specific category about the
identified object(s).

3. The users prompt the tool to perform changes in a category
to improve accessibility.

To assist with steps 2 and 3, the users are provided with docu-
mentation of supported modifications and queries. The users can
return to previous steps in an iterative process.

3.3 Accessibility-Specific Prompt Engineering
Our system primes the LLM agent to perform modifications and
respond to queries related to the categories outlined in Section
3.1. It is achieved through static prompt engineering and dynamic
prompt engineering. The static priming message includes a set of
accessibility-related rules specific to the development environment
(Unity3D), like how to change color and color palette or use spatial
relationships. Dynamic prompt engineering involves updating
information needed to represent changes in a scene of an object in
the WSON data, like color (in HEX code) or volume of audio source.
When the user enters an LLM prompt, the system constructs a
message to the LLM including dynamically primed WSON data, the
prompt, previous prompt history, and the static priming message.
See Appendix A1 and A2 for the priming message and code used.

3.4 Multi-modal Object Identification
The object identification process allows users to understand the
viable objects in a scene. It includes features: item selection and
important item retrieval. Figure 2(a) shows their corresponding
UI. The multimodal item selection includes two methods: point-
and-click and natural language. For the former, users can use the
mouse to point and click on an object to select it. For the latter,
users can use the LLM prompt system and the format “select . . .”
to select an object based on natural language description. Once
an object is selected, the system then displays its information: its
name, description, and its location relative to the player, which is
calculated by a function, not the LLM. The system also supports
bookmarking an object and retrieving its information later. If the
scene has changed, the information retrieved would be dynamic.
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Figure 1: System workflow diagram

(a) (b)

Figure 2: (a) The UI of the AI tool. The red border and numbers are graphic overlay. (1) shows the current selection; (2) shows
the description of the item currently selected; (3) is the anchor for point-and-click; (4) is the bookmark list; (5) is the prompt
text entry box; and (6) is the cheat sheet for controls of the tool. (b) The UI of the help menu.

(a) (b)

Figure 3: Example results of modification and query prompts. (a) result of the prompt “Make the big vase neon yellow”. (b)
result of the prompt “Who are talking about football?”.
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Table 1: DHH participant demographics information. The hearing loss levels were self-identified. “LHLL” stands for “Left
Ear Hearing Loss Level”; “RHLL” stands for “Right Ear Hearing Loss Level”; “PMoC w/DHH” stands for “Preferred Mode of
Communication with DHH people”; “PMoC w/Hearing” denotes “Preferred Mode of Communication with Hearing people;
“Exp w/ Video Games” means “Experience with playing Video Games”; “Exp w/ LLMs” means “Experience with using tools
powered by Large Language Models”.

ID Age Gen-
der

Identity LHLL RHLL Onset
Age

PMoC
w/DHH

PMoC
w/Hearing

Exp w/
Video
Games

Exp w/
LLMs

P1 25 Men Hard of hearing Profound:
91 dB or
more

No loss 8 yrs Writing Verbal Fre-
quently

Expert

P2 67 Men Hard of hearing Severe:
71-90 dB

Severe:
71-90 dB

7 yrs Verbal Verbal A few Never

P6 24 Men Deaf Profound:
91 dB or
more

Profound:
91 dB or
more

5 yrs Writing Writing Fre-
quently

Fre-
quently

Table 2: BLV participant demographics information. The vision loss levels were self-identified. “LVLL” stands for “Left Eye
Vision Loss Level”; “RHLL” stands for “Right Eye Vision Loss Level”; “Exp w/ Video Games” means “Experience with playing
Video Games”; “Exp w/ LLMs” means “Experience with using tools powered by Large Language Models”.

ID Age Gender LVLL RVLL Onset Age Exp w/ Video
Games

Exp w/ LLMs

P3 43 Men Low Vision Low Vision Birth A few A few
P4 35 Women Blind Blind Birth Regularly Regularly
P5 44 Men Light perception Light perception 30 yrs A few Never

3.5 LLM-supported Query and Modification
Loop

The tool supports queries and modifications along the dimensions
and categories listed in Section 3.1. The user inputs both types
of prompts into a textbox and submits them to the system. For
query prompts, the system responds with text-based answers. For
modification prompts, the system compiles and executes the code
and then displays an explanation of the actions performed. The
prompt interface is shown in Figure 2(a), and the example results
are shown in Figure 3. The system facilitates a query-modification
loop, allowing users to request modifications within a category,
verify the changes through queries, and iteratively refine with
additional queries and modifications. This verification loop has
proven important for user confidence [1, 18]. The system features an
interactive help menu that documents the two dimensions and eight
categories, providing explanations, example modification prompts,
and example query prompts for each category. See Figure 2(b) for
the UI of the help menu.

4 Preliminary Evaluation
To assess our system design and workflow, we conducted a pre-
liminary scene-based evaluation of the ScenGenA11y system. This
study aimed to explore RQ1: Whether our system could help peo-
ple with disability to better experience a 3D scene, RQ2: What kind
of prompts would be helpful for them, andRQ3: What are the main

concerns surrounding using LLM tools to produce accessibility
improvements.

4.1 Participants
We recruited three DHH participants and three BLV participants
through mailing lists and word of mouth. DHH participants (two
hard of hearing and one Deaf) were 24 to 67 years old (mean=38.7,
SD=20.0). Two had profound to severe hearing loss and one had
unilateral hearing loss. All three participants had prior experience
with video games, and some participants used their accessibility
features. One participant identified himself as an expert in using
LLM and one participant had never used LLM tools before. BLV
participants (two low vision and one blind) were 35 to 44 years
old (mean=0.7, SD=4.03). Two participants had experience with
using audio cues in video games to enhance accessibility. Only one
participant had used LLM, while one participant had used LLM
only a few times, and one participant had never used LLM before.

4.2 Scenes
We designed two different scenes: (i) Room scene and (ii) Social
scene for participants to explore. SceneGenA11y is implemented in
each scene. The Room scene is designed to evaluate our system
in an environment that primarily focuses on the visual aspect. The
scene is set inside a spaceship. The room contains various objects
arranged with spatial complexity, some of which emit audio. The
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Social scene aims to evaluate our tool in a conversational environ-
ment. The scene contains six different characters, forming three
pairs of conversation. Each pair of characters faces each other while
speaking.

4.3 Procedure
The user study took place in Zoom meetings and lasted about 1
hour each. A researcher ran the Unity project on their own device
and shared the game window with the participants via Zoom. The
researcher demonstrated the system’s features in a demo scene.
Then the participants used the Zoom remote control to explore the
scenes while using the system. One blind participant, unable to
access the Zoom remote control, verbally provided commands for
a researcher to put into the program and heard system response
in real time. Each scene lasted 10 minutes, and the order of scenes
was randomly generated to reduce bias.

Participants were instructed to open our built-in help menu for
reference when forming their prompts, and they were encouraged
to freely explore the scenes and try different prompts on their own.
After exploring these two scenes, the participants were asked to
complete a post-study survey, where they rated: (1) confidence in
enhancing accessibility, (2) system intuitiveness, (3) system use-
fulness, and (4) usability through the System Usability Scale (SUS)
survey [10]. We used the 5-point Likert Scale as a rating scale to
assess participants’ opinions through questions (1), (2), and (3).

After collecting the survey, we held an interview and asked par-
ticipants some questions about their experience including (i) system
usability, (ii) accessibility needs, (iii) application of the system, and
(iv) suggestions for improvement.

4.4 Data Analysis
We used descriptive statistics to summarize the survey data, which
included calculating themean and standard deviation for the ratings.
For interview responses, we retained the transcripts and used them
to conduct a thematic analysis using Braun and Clarke’s six-phased
approach [9, 14]. The final codebook contains 56 codes, 16 second-
level themes, and seven first-level themes, which we used to form
a narrative and produce our findings.

4.5 Findings
Our preliminary results showed insights into system usability, usage
patterns, and integration of the system into applications.

4.5.1 System Usability. On average, the participants found the sys-
tem intuitive to use (mean=3.83, SD=1.17) and were moderately
confident in using the system to enhance accessibility (mean=3.67,
SD=1.03). The users found the query feature to be very useful
(mean=4.83, SD=0.41), followed closely by modification (mean=4.50,
SD=0.84). Our SUS score was 72.92, suggesting reasonable usability
with room for improvement. Many participants found the system
innovative and exciting. As P6 pointed out, he has not seen similar
technology before in existing media, and he was “really excited to
see how this AI could [help me] understand the sound”. Participants
noted the system’s robustness against typos and praised its con-
versational interface for being more immersive than traditional
accessibility tools, such as captions. However, users also identi-
fied challenges related to AI characteristics, such as randomness,

hallucinations, and inability to identify ambiguity in prompts. P2
suggested that the LLM agent should offer feedback upon failure
and ask follow-up questions in cases of uncertainty.

4.5.2 Usage Patterns. Our diverse group of participants demon-
strated a wide range of system usage. Below, we summarize key
usage patterns and usability challenges that arose.

The most popular prompt for visual accessibility is obtaining
scene descriptions. All BLV participants valued the system’s ability
to provide a ”general picture of the scene”. The main issue with
the scene descriptions was that they lacked awareness of the user’s
perspective, like where they are facing, and used the less intuitive
3D coordinates instead. Another issue was their tendency to me-
chanically list items in the scene rather than providing organic,
context-driven descriptions. Participants suggested enhancing de-
scriptions by improving spatial understanding, enabling verbosity
adjustment, and adding contexts of the game. In terms of modifica-
tion, low-vision users considered color and brightness adjustments
good strategies but found the default modifications insufficient.
Interestingly, the totally blind user mentioned that although she
“didn’t care […] about color”, the system could be very useful if the
game objective required color understanding (e.g. collecting all the
red objects in the room).

All hard-of-hearing participants found the tool’s ability to mod-
ify sounds useful for sound accessibility, particularly the ability
to selectively mute sound source(s), which could help “concentrate
on a single conversation” or “remove distraction” (P2). DHH partici-
pants commented that using prompts could be more efficient than
manually adjusting sound parameters. The system’s assistance in
understanding both dialogue and non-speech sounds is also appre-
ciated. Participants explored innovative prompts to improve sound
accessibility, like prompting a speaking NPC to follow the player,
generating captions, using familiar sound effects, adding realistic
lip movements, or providing AI-generated transcript summaries
next to NPCs. Although these prompts are not fully supported yet,
they highlight directions for future work.

Many participants suggested that the system should provide
better assistance to focus on points of interest, such as items se-
lected, modified, or currently described. These assistance methods
could include localized sound notification, direction visualization
on screen, or adjusting player viewpoint.

An interesting perspective is the multi-modality of the tool.
Users with certain disabilities might limit themselves to certain
categories of the tool, like P1 said “[as a DHH user] I don’t really
use these [visual accessibility] features normally”. However, it is
shown that query and modification in both visual and audio di-
mensions could be helpful for both groups. For example, a DHH
user prompted “move me to the person talking about augmented
reality”, and a BLV user asked the system to “make the telephone
ringing louder”. These multi-modal and cross-modal usage of the
system shows promise in integrating and utilizing information from
different channels.

4.5.3 Integration into Applications. The participants commented
on how the system gives them control over the scene. Although
these controls could improve accessibility, they also discussed the
possibility of the system “breaking the game”, resonating with
previous work [25]. To counter this, P1 suggested limiting the
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toolkit’s scope to a restricted set of accessibility improvements,
rather than making it too general. To enhance system integration,
users suggested seamless incorporation of game UI, such as using
existing icons, and aligning modifications with game mechanics,
like combining the ”pick up” prompt with the “grab” game action.

5 Conclusion and Future Work
In this paper, we proposed SceneGenA11y, a runtime generative
tool to improve accessibility in 3D virtual scenes. We evaluated the
system with BLV and DHH users. While our studies are prelimi-
nary, they yielded promising results while highlighting potential
areas of improvement. Based on our findings, we plan to improve
the system and expand our work in the following areas: expand
the participant sample; fine-tune the LLM agent to further under-
stand spatial relationships; enhance multi-modal and accessible
feedback; and redesign the system to proactively respond to the
user’s exploration. We will also conduct comparison studies with
state-of-the-art Generative AI tools, like Google Multimodal Live
API [77, 78]. More generally, our future work will be guided by
the question: How to build long-term trust between users and the
system? We believe this research will shed light on an innovative
and exciting runtime-generative mechanism for virtual 3D scene
accessibility.
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A APPENDICES
A Static Priming Message
A11y Prime Prompt

To highlight an object, you can use the GPT Indicator material.
To highlight an object without a Renderer, you create a trans-

parent sphere with GPT Indicator material at its location for 5
seconds.

To select an object, you can create a transparent sphere with
GPT Indicator material at its location for 5 seconds.

The following is a section about colors:
The HEX code represent the color. When asked about the color

of an object, answer with natural language color instead of HEX
code.

Red-green color blindness is a type of color vision deficiency that
makes it difficult to distinguish between shades of red and green.

To make a scene more accessible for someone with red green
color blindness, you should change the color palette. To make a
palette for red green colorblind, avoid combining red and green.
Also, make sure the new color created are not the same or similar
as the other colors in the surroundings.

The following is a section about simplifying material or texture
of an object:

When asked to simplify material or texture of an object, create a
new material that is closest to the object’s original color and assign
this new material to the object. If the original color is not provided,
use the best guess given the object name.

To change the color of an object, first simplify the texture and
then change the color.

The following is a section about spatial relationship between
objects:

When ”me, I, my” is referred, it means the player.
When asked about location of objects, answer the object’s loca-

tion relative to the player’s location.
When asked about the location of one object relative to another,

respond by the distance calculated using euclidean distance be-
tween the center of the two objects. Be as presice as possible. Also
answer how far the item is to the player in common sense, like ”the
object is close to you” or ”the object is far away from you”.

When asked about size of an item, each unit is a meter. Answer
how big an object is based on the size in meters.

When asked about how big is a text, answer the font size of the
text.

To add light to an area, create a Sphere game object in the area
and add a point light to the sphere.

To change the range of a sound source, change the max distance.
When asked to describe the scene or what are in the scene,

describe it briefly, group similar objects together instead of listing
all items.

If the request is general or incomplete, please ask follow-up
questions for precise details and contexts, and leave the ’code’ field
null.

If the request says it’s not working, please ask follow-up ques-
tions to clarify what’s happening and suggest users to refine their
request. If it’s still not working, apologize to users and ask them to
try another task.

If the request is out of your capability, tell users that the request
is out of scope. The types of requests that cannot be achieved
include: make zoom/magnifier, edge enhancement, color change
on textured materials, object deletion.

B Dynamic Priming
public string GetDescription() {

string temp = description;
Color? color = FindColor();
if (color != null){

temp += \$" The color of this
item has the HEX code {ColorUtility.ToHtmlStringRGB(color.Value)}.";

}
TextMeshProUGUI text = GetComponent<TextMeshProUGUI>();
if (text != null){

temp += \$" The font size of the
text on this item is {text.fontSize}";

}
Light light = GetComponent<Light>();
if (light != null){

temp += \$" The intensity of the light
source on this item is {light.intensity}";

}
AudioSource audioSource = GetComponent<AudioSource>();
if (audioSource != null){

temp += \$" For the audio source on this item,";
if (audioSource.mute){

temp += \$" it is muted,";
} else{

temp += \$" it is not muted,";
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}
temp += \$" the volume is {audioSource.volume}";
temp += \$" the pitch is {audioSource.pitch}";
temp += \$" the range is {audioSource.maxDistance}";

}
TextMeshProUGUI textElement = GetComponent<TextMeshProUGUI>();

if (textElement != null){
temp += \$" the text on this item says:
" + textElement.text;

}
return temp;

}
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